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Stephanie Programmer:
Parallel Data Structures

ONE MoDEL, MANY TARGETS
GPUs

— Optimized implementation strategies for coalesing,
synchronization, high-thread counts

— Scheduling and load balancing for highly-parallelism

— Multi-gpu support

Obi-Wan Programmer:
Synchronization, NUMA,
Scalable Runtime

Ubiquitous parallelism: FPGAs | | |
— small number of expert programmers (Stephanies) must — Optimized scheduling and contlict detection
support large number of application programmers (Joes) — Targets network of FPGAs architectures
—cf. SQL Distributed Memory
Stephanie — Transparent support for distributed memory for arbitrarily
— Library of concurrent data structures complex irregular algorithms
— Provides serializable, atomic execution of activities Xeon PHI
Joe — Numa and memory optimizations lead to out-performing
— Application code in stylized, sequential C++ simple pthread/openMP/openCL codes
— Uses leois set iterator fqr highlighting opportunities for Heterogeneous and emerging
exploiting ADP and Galois data structures for concurency —_ Mixed GPU/CPU

control — In progress: Cluster of multicore/CPU, coherent CPU/FPGA





